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A B S T R A C T   

Engaging in demanding mental activities requires the allocation of cognitive control, which can be effortful and 
aversive. Individuals thus tend to avoid exerting cognitive effort if less demanding behavioral options are 
available. Recent accounts propose a key role for dopamine in motivating behavior by increasing the sensitivity 
to rewards associated with effort exertion. Whether dopamine additionally plays a specific role in modulating the 
sensitivity to the costs of cognitive effort, even in the absence of any incentives, is much less clear. To address this 
question, we assessed cognitive effort avoidance in patients (n = 38) with Parkinson’s disease, a condition 
characterized by loss of midbrain dopaminergic neurons, both ON and OFF dopaminergic medication and 
compared them to healthy controls (n = 24). Effort avoidance was assessed using the Demand Selection Task 
(DST), in which participants could freely choose between performing a high-demand or a low-demand version of 
a task-switching paradigm. Critically, participants were not offered any incentives to choose the more effortful 
option, nor for good performance. While healthy controls and patients OFF their dopaminergic medications 
consistently preferred the low-demand option, effort avoidance in patients ON dopaminergic medications was 
reduced compared to patients OFF, a difference which seems to lessen over trials. These differences in preference 
could not be explained by altered task-switching performance. Although patients ON were less accurate at 
detecting the different effort levels, as measured during instructed forced-choice blocks, their detection ability 
was not associated with effort avoidance, unlike in the healthy controls and the patients OFF. Our findings 
provide evidence that dopamine replacement in Parkinson’s patients increases the willingness to engage in 
cognitively demanding behavior, and that this cannot be explained by possible effects of dopamine replacement 
on performance nor on the ability to detect effort demands. These results suggest that dopamine plays a role in 
reducing the sensitivity to effort costs that is independent of its role in enhancing the sensitivity to the benefits of 
effort exertion.   

1. Introduction 

Adaptive, goal-directed behavior requires the engagement of cogni
tive control, for example when attenuating distracting noise during 
remote work or when keeping track of multiple ongoing projects and 
deadlines. Given the limitations of our cognitive capacity, however, 
employment of cognitive control is costly and subjectively effortful, 
necessitating a strategic allocation of cognitive resources to goals that 
are worth the investment (Inzlicht et al., 2018; Kool & Botvinick, 2018; 
Kurzban et al., 2013). On this view, recent research has demonstrated 
that an individual’s decision about whether to engage in a cognitively 

demanding behavior is governed by a cost-benefit trade-off that weighs 
the anticipated degree of effort against the subjective value of the pro
spective reward (Kurzban et al., 2013; Otto & Daw, 2019; Shenhav et al., 
2017; Westbrook & Braver, 2015). Akin to the well-known “law of least 
work” postulated by Hull (1943), people will avoid cognitively effortful 
behavior if a comparable reward can be obtained by putting in less 
mental work (Bogdanov et al., 2021; Kool et al., 2010; Patzelt et al., 
2019). Echoing converging findings in animal and human research on 
physical effort (Denk et al., 2005; Floresco et al., 2008; Mazzoni et al., 
2007; Pasquereau & Turner, 2013; Salamone et al., 2009, 2016; Tanaka 
et al., 2021; Treadway, Buckholtz, et al., 2012; Varazzani et al., 2015), 
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mechanistic accounts of cognitive control emphasize the role of striatal 
and prefrontal dopamine not only in supporting higher-order cognitive 
processes, but also in motivating cognitive effort exertion by modulating 
the cost-benefit computations that presumably direct effort allocation 
decisions (Cocker et al., 2012; Cools, 2016; Westbrook et al., 2020; 
Westbrook & Braver, 2016). In line with this idea, pharmacological 
manipulations to increase synaptic dopamine concentrations have been 
recently demonstrated to bias human subjects towards increased will
ingness to exert high levels of cognitive effort for larger rewards, and 
this has been shown across several cognitive processes and task do
mains, including attention, working memory, and task-switching (Hof
mans et al., 2020; Manohar et al., 2015; Timmer et al., 2018; Westbrook 
et al., 2020). 

Taken together, these findings suggest that the dopaminergic system 
is critically important in overcoming the subjective aversion to cognitive 
effort, but it is less clear if this depends on the concomitant evaluation of 
the costs and benefits conferred by effort exertion. Indeed, the bulk of 
empirical work on the role of dopamine in effort-based decision-making 
has relied on experimental paradigms that explicitly manipulate both 
the degree of effort required to obtain a reward as well as the magnitude 
of the reward itself, making it difficult to assess the specificity of these 
effects. While there is some evidence that dopamine may be primarily 
involved in signaling upcoming rewards instead of effort costs (Skvort
sova et al., 2017; Walton & Bouret, 2019; Westbrook et al., 2020), a 
recent study in young, healthy adults demonstrated that administration 
of methylphenidate, which increases catecholamine levels in the brain, 
may decrease the subjective aversiveness of cognitive effort even in the 
absence of additional incentives, although in this study the strength of 
the effect was dependent on participants’ trait impulsivity (Froböse 
et al., 2018). Furthermore, given that methylphenidate affects both 
dopamine and noradrenaline, it remains unclear exactly what role is 
played by dopamine, in particular, whether dopamine attunes motiva
tional processes primarily by increasing sensitivity to the rewarding 
outcomes of effort exertion, and whether it also plays an additional role 
in reducing sensitivity to the costs of effort. 

This question is especially pertinent to Parkinson’s disease, a 
neurodegenerative disorder characterized by the loss of dopaminergic 
neurons in the substantia nigra (pars compacta). A large proportion of 
patients affected by Parkinson’s disease suffer from apathy and/or 
anhedonia, forms of amotivation that drastically affect patients’ quality 
of life and disease prognosis (den Brok et al., 2015; Husain & Roiser, 
2018; Lemke et al., 2005; Treadway, Bossaller, et al., 2012). Only a few 
studies have sought to systematically examine the factors that influence 
effort exertion in Parkinson’s disease. In keeping with results from 
pharmacological studies in healthy adults, initial reports have demon
strated increased motivation to exert both physical and cognitive effort 
in exchange for larger reward when patients are ON compared to OFF 
their dopaminergic medication (Chong et al., 2015; McGuigan et al., 
2019). However, given the evidence for dopamine-dependent reduced 
reward sensitivity in Parkinson’s disease (Aarts et al., 2012; Bódi et al., 
2009; Brown et al., 2020; Pilgrim et al., 2021; Schott et al., 2007; Sharp 
et al., 2015, 2020), it is especially important to consider the influence of 
dopaminergic medications on effort in isolation of its effects on reward. 

As of yet, no study has investigated whether dopaminergic medica
tions affect individuals’ fundamental willingness to engage in cogni
tively effortful behavior in the absence of additional incentives in 
Parkinson’s disease. Here, we aimed to address this question by exam
ining the role of dopamine in modulating the tendency towards effort 
avoidance in a well-established effort-preference task, termed the de
mand selection task (DST; Gold et al., 2015; Kool et al., 2010). In the 
DST, participants repeatedly choose between two options: one that most 
often leads to a low cognitive demand task and one that leads to a high 
cognitive demand task, where level of cognitive demand is determined 
by the frequency of task switches in a task switching paradigm (da Silva 
Castanheira et al., 2021; Dreisbach & Haider, 2006; Liu & Yeung, 2020; 
Monsell, 2003). Critically, unlike in the tasks used in past studies on 

effort-based decision-making in Parkinson’s disease (Chong et al., 2015; 
McGuigan et al., 2019), there are no incentives on offer. Thus, partici
pants’ choices in this task should solely reflect their sensitivity to the 
costs of cognitive effort independent of their sensitivity to rewards. 
Indeed, previous work using the DST shows that, on average, partici
pants prefer the low-demand cognitive task—or, alternatively, avoid the 
high-demand task (Bogdanov et al., 2021; Froböse et al., 2018; Patzelt 
et al., 2019). To investigate how dopamine affects effort avoidance, we 
tested Parkinson’s patients both ON and OFF their usual medication as 
well as age-matched healthy controls in a two-day mixed design. Based 
on earlier findings (Froböse et al., 2018; McGuigan et al., 2019), we 
hypothesized patients OFF dopamine would exhibit more effort- 
avoidant preferences, compared to when they were ON medication, as 
well as compared to healthy controls. In addition, we expected that 
patients ON medication would show similar rates of effort avoidance to 
healthy controls. Finally, the task-switching paradigm embedded in the 
DST allowed us to explore a possible relationship between participants’ 
switch costs—as a proxy for individual effort costs—and effort-avoidant 
choice behavior in the DST. 

2. Material and methods 

2.1. Participants 

A total of 68 participants were recruited for the study: 42 Parkinson’s 
patients (14 females, mean ± SD age: 64.24 ± 6.76 years) and 26 
healthy, age-matched controls (22 females, mean ± SD age: 62.64 ±
7.97). Patients were recruited from the Movement Disorder Clinic at the 
Montreal Neurological Institute, community groups, and from the 
Quebec Parkinson Network, a registry of patients with Parkinson’s dis
ease interested in research who have been referred by movement dis
order specialists. Control participants were recruited from spouses and 
friends of patients, community groups, and social media posts. None 
reported major health issues, neurological disorders, or active psychi
atric problems. Disease duration in patients ranged from 0.42 to 14.5 
years (mean ± SD age: 5.65 ± 4.18). All patients were taking levodopa. 
All subjects gave informed written consent and were compensated for 
their participation. The study was approved by the McGill University 
Health Centre Research Ethics Board and all procedures were performed 
in accordance with the appropriate institutional guidelines. 

After examining response patterns in the DST, we found that six 
participants (4 Parkinson’s patients and 2 healthy controls) appeared to 
have difficulty understanding the task instructions, as evidenced by 0% 
correct responses in the final two instructed blocks of the DST (see 
below). These participants were excluded from the analysis, leaving a 
sample of n = 62 (38 patients and 24 healthy controls). Demographic 
information of this final sample is depicted in Table 1. Because all 

Table 1 
Sample demographics and neuropsychological assessment. Note. LEED = Total 
Levodopa equivalent dose, MoCA = Montreal Cognitive Assessment, verbal 
fluency is taken from the language section of the MoCA, SDMT = Symbol digit 
modalities test, GDS = Geriatric Depression Scale, AES = Apathy Evaluation 
Scale. Values are presented as mean ± SD. *p <.05, **p <.01, *** p <.001.   

Parkinson’s patients Healthy controls p-value 

Age 64.74 ± 7.35 63.59 ± 6.92 0.564 
Education (years) 15.47 ± 3.83 15.95 ± 2.36 0.578 
Disease duration (years) 5.59 ± 4.00 / / 
LEED (mg) 649.38 ± 333.84 / / 
Percent female 37% 92% <0.001*** 
MoCA 27.77 ± 1.41 28.35 ± 1.37 0.139 
Verbal fluency (MoCA) 13.65 ± 3.92 15.23 ± 3.26 0.116 
Digit span forward 6.48 ± 1.43 6.77 ± 1.41 0.468 
Digit span backward 5.13 ± 1.23 5.14 ± 1.39 0.971 
SDMT 40.84 ± 10.97 48.41 ± 6.72 0.003** 
GDS 8.37 ± 6.27 5.32 ± 4.92 0.055 
AES 58.87 ± 7.74 60.62 ± 7.17 0.408  
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participants completed the neuropsychological assessment on their first 
day of testing, some patients underwent this testing while OFF whereas 
some patients underwent the testing while ON medication. Table S1 in 
the supplement shows that medication state did not have a significant 
influence on performance on these assessments. 

2.2. Procedure and design 

All participants were tested in a two-session, within-subject design. 
The interval between both testing days was at least 6 weeks in order to 
minimize practise effects. Testing sessions started in the morning be
tween 9 and 12 a.m. to control for the timing of medication intake and 
circadian factors. Parkinson’s patients were either tested one hour after 
having taken their dopaminergic medication (ON session) or after an 
overnight withdrawal (minimum 15 h) from their medication (OFF 
session). The order of ON and OFF sessions was counterbalanced across 
Parkinson’s patients. Eleven patients withdrew from the experiment 
after the first day of testing: nine patients missed their OFF session; two 
patients missed their ON session. Reasons were either severe motor 
symptoms during the OFF state (n = 2) or not otherwise specified (n =
9). Similarly, nine healthy controls missed their second session. This was 
due to the start of the Covid-19 pandemic that terminated data collec
tion early. Finally, due to technical reasons, two healthy controls only 
have valid data for their second testing session. As such, data for the first 
session consisted of 60 participants (19 patients ON dopamine, 19 pa
tients OFF dopamine, 22 healthy controls), whereas data for session two 
consisted of 42 participants (17 patients ON dopamine, 10 patients OFF 
dopamine, 15 healthy controls). All of these subjects with a single ses
sion were still included in our final analyses. 

Participants were also administered a neuropsychological battery on 
the first session to establish baseline cognitive functioning. The neuro
psychological battery consisted of the Montreal Cognitive Assessment 
(MoCA), the Digit Span (forward and backward), and the Symbols Digit 
Modalities Test (SDMT). In addition, participants completed the Geri
atric Depression Scale (GDS) and the Apathy Evaluation Scale (AES). 
Results from Welch’s two-sample t-tests indicate that Parkinson’s pa
tients performed similarly to healthy controls in most measures but 
scored significantly lower in the SDMT (p =.003; see Table 1). 

2.3. Demand selection task (DST) 

The demand selection task (DST) was used to measure participants’ 
level of effort avoidance by making them choose between engaging in 
two distinct difficulty levels of a task switching paradigm (see Fig. 1). 

The protocol used in the present study was adapted from a procedure 
described in previous work (Bogdanov et al., 2021; Gold et al., 2015; 
Experiment 3 in Kool et al., 2010). On each trial of this task, participants 
were instructed to choose between two abstract multicolor patches 
presented on screen. To make their selection, participants moved the 
mouse cursor over their preferred patch, which revealed either a blue or 
a yellow number between 1 and 9 (excluding 5). Based on its color, 
participants then had to indicate by button press whether the number 
they saw was either larger or smaller than 5 (magnitude judgment) or 
whether it was odd or even (parity judgment). Critically, the two patches 
differed in their task-switching rate, i.e., the frequency in which their 
associated numbers would change color (and therefore judgement type) 
compared to the previous trial. More specifically, for the low cognitive 
demand patch, the color of the number would repeat with a probability 
of 90% whereas for the high-demand patch, the probability of color 
repetition was only 10%, requiring more task-switching and thus more 
cognitive effort. Importantly, participants were not explicitly informed 
about this difference. Instead, participants were instructed to freely 
choose between both color patches, that they might notice differences 
between them and that, if they developed a preference for one over the 
other, they could choose their preferred patch more frequently. It should 
be noted here that participants were not incentivized for better perfor
mance or for choosing the harder task. As such, deviations from purely 
random choice behavior in the DST should reflect an individual’s pref
erence for high or low task demand. 

Participants performed four of these free choice blocks (50 trials/ 
block) for a total of 200 trials. A new pair of color patches presented in a 
new location on screen was used for each block. Following Gold et al., 
2015, we included two additional forced choice blocks in our DST. On 
these blocks, participants were informed explicitly that one patch led to 
a more difficult task than the other because of more frequent switches 
and they were specifically instructed to choose either the easier (block 5) 
or more difficult (block 6) patch. This was done to measure whether 
participants were able to detect the differences in cognitive effort de
mands and to control for the possibility that group differences in free 
choice behavior could be caused by differences in detection ability 
rather than effort aversion. The two forced choice blocks consisted of 35 
trials each. The DST was programmed using PsychToolbox (Kleiner 
et al., 2007) for MATLAB (The MathWorks, Natick, MA). 

2.4. Task-switching paradigm 

On both testing sessions, participants also completed 125 trials of a 
standard task switching paradigm prior to the DST (Gold et al., 2015; 

Fig. 1. Demand Selection Task (DST). Participants choose to move the mouse cursor over one of two abstract color patches. The selected patch will then reveal a 
number (range: 1 – 4 and 6 – 9) that prompts participants to judge either its magnitude (i.e., smaller or larger than 5) or parity (i.e., whether it is odd or even) based 
on its color. Color patches differ in the probability with which the revealed numbers change their color from trial to trial and thus in the frequency participants have 
to switch between magnitude and parity judgment (high-demand patch: 90% switch rate, low-demand patch: 10% switch rate). Figure adapted from Bogdanov 
et al. (2021). 
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Kool et al., 2010). As described above, participants were presented with 
a colored number between 1 and 9 (excluding 5) on each trial and were 
asked to make a parity or magnitude judgment based in the number’s 
color. The mapping between colors and button presses was counter
balanced between participants. Critically, and in contrast to the para
digm used within the DST, the switch probability here was always 50%, 
i.e., there was an equal chance for any given trial to be a switch or 
repetition trial. This task was included to measure participants’ baseline 
switch-costs as a proxy for their general task-switching ability. We 
reasoned that participants with greater baseline switch costs may also 
experience task-switching as more effortful which may affect effort 
avoidance and the degree to which dopaminergic medication influences 
choice behavior in the DST (e.g., a patient who displays large baseline 
switch costs when OFF medication may be more effort averse and may 
benefit more from medication than a patient with lower baseline switch 
costs). By establishing baseline switch costs, we thus aimed to be able to 
statistically control for such potential individual differences in task- 
switching ability. 

2.5. Statistical analysis 

All analyses were performed using the lme4 package (Version 
0.999375–32; Bates et al., 2014) in the R programming environment 
(Version 3.2.6; R Core Team, 2020), with the critical alpha level set at p 
=.05. We used linear and logistic mixed effects regression models to 
analyse our main dependent variables of interest. In order to compare 
groups, we defined two binary, dummy-coded variables to represent the 
between-subject effect of disease state (0 = Parkinson’s patients, 1 =
healthy controls) and the within-subject effect of dopaminergic drug 
state (0 = OFF dopaminergic medication, 1 = ON dopaminergic medi
cation). In this operationalization, patients OFF dopamine are the 
designated baseline group such that the effect of disease state reflects 
group differences between controls and patients OFF and the drug state 
effect reflects the difference between patients ON and OFF (Gelman & 
Hill, 2006; Sharp et al., 2015). 

To analyze choice behavior in the DST, we performed a mixed effects 
logistic regression that predicted low-demand choices (0 = high demand 
option chosen, 1 = low demand option chosen) in the free choice blocks 
as a function of disease state, drug state, the mean-centered trial number 
within a given block, and session (effect coded: − 1 = first session, 1 =
second session). Trial number was included to examine the time course 
of effort avoidant choice behavior over time, as participants were pre
sented with new color patches every block. Session was included to 
control for potential training effects across testing days. We also 
included interaction terms for disease state and session, disease state and 
trial number, drug state and session, as well as drug state and trial 
number in the model. Although these model specifications allowed us to 
include and test all relevant predictor variables in a single regression 
model, the imbalance between groups causes the main effects of disease 
and group to inaccurately reflect the overall comparisons between 
groups. In order to directly compare average effort avoidance and 
detection ability between groups in the DST, we thus also modelled 
these group comparisons in simple models that only included predictors 
for disease and drug state as well as a random intercept per participant. 
Participants’ choice reaction times (i.e., the time it took them to choose 
between the color patches) were analyzed in a linear mixed effects 
regression using the same predictors. 

To analyze task-switching performance during the DST (i.e., accu
racy and correct RTs) and in a preliminary baseline task-switching task, 
we conducted logistic and linear mixed effects models predicting accu
racy and correct RTs by trial type (effect coded: − 1 = task repetition, 1 
= task switch), disease, drug state and session as predictors. In an 
exploratory analysis aimed to investigate how reaction time-related 
switch costs in the DST and the baseline task relate to choice behavior 
in the DST, we included each participant’s averaged and z-scored RT 
task switch costs both as a main effect as well as their interactions with 

disease state and drug state in two separate mixed-effects logistic re
gressions predicting low-demand choice, similar to the models described 
above (i.e., in addition to disease state, drug state, mean-centered trial 
number and session). All regression models included subject-specific 
random intercepts and random slopes for all within-subjects variables. 
RTs were log-transformed before being entered in the analysis to remove 
skew. 

Given the differences in the SDMT performance between Parkinson’s 
patients and healthy controls (see Table 1), we added participants’ z- 
scored SDMT score as an additional predictor in all our models. In cases 
in which the SDMT score produced a significant main effect or in which 
the effect of the SDMT score differed between experimental groups (i.e., 
an interaction effect involving the SDMT score and either disease or drug 
state), we report the coefficients of the regression model including this 
predictor. However, this was only the case for the regression model 
predicting choice RTs (see Table S2 in the supplementary material). If 
there were no significant effects, we present only results from the 
simpler regression models (i.e., excluding the SDMT score). 

Finally, we also performed an exploratory analysis to control for 
potential effects of sex on participants’ choice behavior in both the free 
and instructed blocks of the DST. Results of these analyses revealed no 
significant effect of sex on effort avoidance nor on the proportion of 
correct responses in instructed choices (see Tables S3 and S4 in the 
supplementary material). 

3. Results 

3.1. Dopaminergic medication reduces effort avoidance in Parkinson’s 
patients 

As expected, overall, both healthy controls and Parkinson’s patients 
appeared to prefer the low-demand option over the high-demand option 
in the DST (M = 54.79%, SD = 13.53), indicating a general aversion to 
cognitive effort (Fig. 2A, B). A one-sample t-test revealed that the higher 
proportion of low-demand choices was significantly different from 50% 
(t(61) = 2.96, p =.002). Patients OFF their dopaminergic medication 
exhibited the highest amount of low-demand choices (M = 57.11%, SD 
= 15.80, t(28) = 3.34, p =.011), whereas patients ON dopamine seemed 
to be more indifferent to task demand (M = 52.68%, SD = 11.77, t(35) =
1.36, p =.090). Control participants’ demand preferences fell in between 
the two patient groups (M = 55.14%, SD = 13.11, t(23) = 1.92, p =.034). 
A direct comparison between our experimental groups based on a simple 
mixed-effects logistic regression revealed that patients avoided choosing 
the high-demand option significantly less often when they were ON 
compared to when they were OFF dopaminergic medications (main ef
fect drug state: p <.001; for full results see Table 2). Contrary to our 
initial hypothesis, patients OFF dopamine were not significantly more 
effort-avoidant than healthy controls (main effect disease state: p 
=.743). 

Results from our extended model (Table 3) suggest that the main 
effect of drug state can be explained by specific group differences in the 
change in demand preferences over time (Fig. 2C). More specifically, 
preferences appeared to be relatively stable over the course of DST 
blocks for OFF patients (main effect trial number: p =.653) and this was 
no different in controls (disease state × trial number interaction: p 
=.823), whereas the proportion of low-demand choices of patients ON 
dopamine increased over time more than in patients OFF (drug state ×
trial number interaction: p =.003), indicating either impaired detection 
of the difference in demand levels between the two options, or a weaker 
initial preference against effort exertion. There were no significant dif
ferences between sessions in either group (main effect session: p =.392, 
disease × session interaction: p =.700, drug state × session interaction: 
p =.255), indicating that there were no carry-over effects across testing 
days. Please also see Figure S1 in the supplement for an additional plot 
depicting the trajectory of low-demand choices over trials across the 
different blocks and sessions, which suggests that the stronger 
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preference for low-demand choices in healthy controls and patients OFF 
dopamine and thus the difference in low-demand choices between 
medication states that are present early in the blocks do follow some 
degree of exploratory behaviour in all groups at the beginning of a new 
block. 

To investigate the possibility that disease or medication states 
altered participants’ ability to detect differences in demand levels in the 

DST, we calculated a separate mixed effects logistic regression to predict 
the proportion of correct choices in the forced-choice blocks, wherein 
participants were explicitly instructed to choose the high- or low- 
demand option (Gold et al., 2015; Fig. 3A). Results from the simple 
main effects model (see Table 2) suggest that participants were able to 
adapt their choice behavior to the instructions. While performance in 
healthy controls and patients OFF dopamine did not differ (main effect 
disease state: p =.951), patients ON medication exhibited an overall 

Fig. 2. Choice behavior in the free-choice blocks of the DST. Overall, Parkinson’s patients showed a higher degree of effort avoidance when they were OFF 
dopaminergic medication compared to ON. Control participants’ proportion of low-demand choices was comparable to patients OFF dopamine (a). This pattern was 
found in both testing sessions (b). For patients OFF dopamine, the proportion of low-demand choices was particularly low at the beginning of a block and increased 
over the course of a block both overall (c) and in each session (d), whereas Parkinson’s patients ON dopamine and healthy controls where more effort avoidant early 
in the block and stayed consistent over time. For line plots, trials were binned into 5 bins of 10 trials each. Error bars represent the 95% confidence interval. 

Table 2 
Simplified Mixed-Effects Logistic Regressions predicting low-effort choices in 
the free blocks of the DST and instructed choices in the forced-choice blocks of 
the DST as a function of disease state and drug state. Results are based on 
specifying patients OFF dopamine as the baseline group. Note. *** p <.001, ** p 
<.01, * p <.05.   

Effort aversion  Demand detection  

Predictor b (SE) p - value  b (SE) p - 
value  

Intercept 0.300 
(0.093)  

0.001 ** 0.662 
(0.127) 

<

0.001 
*** 

Disease 
state 

− 0.048 
(0.146)  

0.743  − 0.012 
(0.197) 

0.951  

Drug state − 0.201 
(0.040)  

< 0.001 *** − 0.297 
(0.075) 

<

0.001 
***  

Table 3 
Mixed-Effects Logistic Regression predicting low-demand choices in the free- 
choice blocks of the DST as a function of disease state, drug state, mean- 
centered trial number and session. Results are based on specifying patients 
OFF dopamine as the baseline group. Note. *** p <.001, ** p <.01, * p <.05.  

Predictor b (SE) p - value  

Intercept 0.341 (0.134)  0.011 * 
Disease state − 0.083 (0.189)  0.662  
Drug state − 0.224 (0.142)  0.114  
Trial number 0.024 (0.053)  0.654  
Session 0.030 (0.108)  0.779  
Disease state × trial number 0.018 (0.079)  0.821  
Drug state × trial number 0.120 (0.040)  0.003 ** 
Disease state × session − 0.055 (0.143)  0.699  
Drug state × session − 0.159 (0.139)  0.254   
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lower percentage of correct responses. The full regression model (see 
Table 4, left column) revealed a significant increase in the proportion of 
correct choices in the instructed blocks over time when patients were 
OFF dopamine (main effect trial number: p <.001). The rate of this in
crease was similar in healthy controls (disease state × trial number 
interaction: p =.512) but significantly reduced when patients were ON 
dopamine (drug state × trial number interaction: p <.001 (see Fig. 3B). 
To further explore whether these effects depended on the specific in
structions participants had to adhere to in the forced-choice blocks, we 

ran the regression separately for the “choose easy” and “choose hard” 
blocks. As can be seen in Table 4 (middle and right columns), the dif
ference between patients ON and OFF found in the overall model was 
driven by differences in the “choose easy” block (see also Fig. 3C, D). 
More precisely, patients OFF dopamine successfully increased their 
proportion of correct responses over time in both conditions (main effect 
trial number: p <.001 and p =.036 for “choose easy” and “choose hard” 
blocks, respectively), and healthy controls did not significantly differ 
from patients OFF in this respect (disease state × trial number 

Fig. 3. Detection performance in the forced-choice blocks of the DST. Participants in all groups were able to detect the differences in effort demand between the color 
patches and were able to adapt their choice behavior in accordance with the instructions (a). The amount of correct choices increased over time, but the increase was 
slower for patients ON dopamine compared to the other groups (b). Differences between groups seemed to be driven by performance in the “choose easy” block (c). 
While the proportion of correct choices increased similarly over trials in all groups in the “choose hard” block, patients ON dopamine reverse their choice behavior in 
the “choose easy” block over time (d). For line plots, trials were binned into 7 bins of 5 trials each. Error bars represent the 95% confidence interval. 

Table 4 
Mixed-Effects Logistic Regression predicting instructed choices in the forced-choice blocks of the DST as a function of disease state, drug state, mean-centered trial 
number, and session. Columns represent results for overall performance as well as separated by instruction. Results are based on specifying patients OFF dopamine as 
the baseline group. Note. *** p <.001, ** p <.01, * p <.05.   

Overall  “Choose easy”  “Choose hard”  

Predictor b (SE) p - value  b (SE) p - value  b (SE) p - value  

Intercept 1.010 (0.219) < 0.001 *** 1.758 (0.389) < 0.001 *** 0.611 (0.321)  0.057  
Disease state − 0.279 (0.314) 0.374  − 0.583 (0.544) 0.284  0.244 (0.475)  0.608  
Drug state − 0.535 (0.227) 0.018 * − 1.254 (0.431) 0.004 ** − 0.145 (0.286)  0.612  
Trial number 0.515 (0.125) <0.001 *** 0.874 (0.221) < 0.001 *** 0.409 (0.196)  0.036 * 
Session 0.198 (0.147) 0.180  0.043 (0.285) 0.881  0.264 (0.202)  0.192  
Disease state × trial number − 0.124 (0.189) 0.512  − 0.281 (0.335) 0.401  0.183 (0.301)  0.543  
Drug state × trial number − 0.350 (0.081) <0.001 *** − 0.899 (0.140) < 0.001 *** − 0.117 (0.128)  0.358  
Disease state × session − 0.188 (0.205) 0.359  − 0.101 (0.390) 0.796  − 0.151 (0.276)  0.586  
Drug state × session − 0.158 (0.165) 0.340  0.248 (0.323) 0.441  − 0.459 (0.237)  0.053   
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interactions for “choose easy” block: p =.401; and for “choose hard” 
block: p =.543). In contrast, patients ON showed significantly less 
improvement in correctly choosing the instructed cue over time 
compared to patients OFF during the “choose easy” block (drug state ×
trial number interaction: p <.001) but not during the “choose hard” 
block (p =.358). 

In order to further investigate whether participants’ choices in the 
DST might depend on their ability to detect the demand difference be
tween the color patches, we calculated a separate mixed effects logistic 
regression in which we included detection ability (i.e., z-scored per
centage of correct choices in instructed blocks) as an additional pre
dictor (i.e., as a main effect and in interaction with both disease state 
and drug state; Table 5). Results of this exploratory analysis revealed 
that patients OFF dopamine who exhibited better detection ability in the 
instructed blocks were more likely to choose the low-demand patch in 
the free-choice blocks (main effect detection ability: p =.024). A similar 
relationship was observed in healthy controls (disease state × detection 
ability interaction: p =.676) but the relationship was significantly 
weaker in patients ON dopamine (drug state × detection ability inter
action: p =.002), whose choices appeared to be unrelated to their ability 
to discriminate between the option’s demand levels (Fig. 4). 

Finally, in addition to participants’ choice preferences, we also 
analyzed choice reaction times (RTs) in the free-choice blocks of the 
DST, i.e., how long it took participants to move the mouse to the chosen 
option and click. Briefly, choice RTs in all groups decreased over the 
course of a block, with control participants being faster than patients 
both ON and OFF dopamine. Higher SDMT scores were associated with 
faster RTs in all groups. Full results can be found in the supplemental 
material (Table S2 and Figure S2). 

3.2. Differences in choice behavior are not explained by task-switching 
performance 

We also analyzed the effects of disease and medication state on 
performance in the task-switching portion of the DST (Table 6). Overall 
accuracy was very high in all groups (controls: M = 98.40%, SD = 2.14; 
PD OFF: M = 94.40%, SD = 9.40; PD ON: M = 94.49%, SD = 9.16). 
Healthy controls were significantly more accurate than OFF patients 
across trial types (main effect of disease state: p =.033) but there were 
no medication-related differences in accuracy (main effect drug state: p 
=.630; see Fig. 5A). Accuracy was similar in switch and repetition trials 
patients OFF (main effect trial type: p =.591), and this lack of trial type 
effect seemed to be consistent across experimental groups (disease state 
× trial type interaction: p =.978; drug state × trial type interaction: p 
=.531). 

Task-switching reaction times in the DST followed previous findings 
(Fig. 5B). Overall, log-transformed RTs across all trial types did not 

differ significantly between OFF patients and controls (main effect dis
ease state: p =.372), nor between patients OFF and ON dopamine (main 
effect drug state: p =.766). Patients OFF dopamine exhibited typical RT 
switch costs (Monsell, 2003), i.e., longer RTs in switch compared to 
repeat trials (main effect trial type: p <.001). Again, the magnitude of 
these switch costs was not statistically different from those observed in 
controls (disease state × trial type interaction: p =.705) and in ON pa
tients (drug state × trial type interaction: p =.972). 

In short, the absence of performance differences (either in accuracy 
or log RTs) in the task-switching paradigm within the DST between 
conditions suggests that the gap in effort avoidance between ON and 
OFF dopamine patients is unlikely to result from more general modu
lations of the patients’ cognitive capabilities. 

Table 5 
Mixed-Effects Logistic Regression predicting low-demand choices in the DST 
from disease state, drug state, trial number, session, and detection ability. Re
sults are based on specifying patients OFF dopamine as the baseline group. Note. 
Detection ability = z-scored proportion of choices according to instruction the 
forced-choice blocks of the DST. *** p <.001, ** p <.01, * p <.05.  

Predictor b (SE) p - value  

Intercept 0.256 (0.106)  0.016 * 
Disease state − 0.062 (0.149)  0.676  
Drug state − 0.316 (0.118)  0.007 ** 
Trial number − 0.001 (0.004)  0.948  
Session 0.130 (0.103)  0.210  
Detection ability 0.320 (0.141)  0.024 * 
Disease state × trial number 0.002 (0.005)  0.780  
Drug state × trial number 0.009 (0.003)  0.002 ** 
Disease state × session − 0.103 (0.129)  0.427  
Drug state × session − 0.263 (0.135)  0.051  
Disease state × detection ability − 0.169 (0.195)  0.386  
Drug state × detection ability − 0.489 (0.157)  0.002 **  

Fig. 4. Relationship between proportion of correct choices in forced-choice 
blocks and low-demand choices in the free-choice blocks of the DST. Better 
detection ability was associated with more effort avoidant choice behavior for 
both healthy controls and Parkinson’s patients OFF dopamine, whereas for 
patients ON dopamine, the proportion of low-demand choices was independent 
of their ability to discriminate between the low- and high-demand 
color patches. 

Table 6 
Results of a Mixed-Effects Logistic Regression predicting task-switching accu
racy and a Mixed-Effects Linear Regression predicting log-transformed task- 
switching reaction times in the DST from disease state, drug state, trial type and 
session. Results are based on specifying patients OFF dopamine as the baseline 
group. Note. *** p <.001, ** p <.01, * p <.05.   

Accuracy  Reaction times  

Predictor b (SE) p - 
value  

b (SE) p - 
value  

Intercept 3.828 
(0.260)  

<0.001 *** 0.186 
(0.023)  

<0.001 *** 

Disease state 0.823 
(0.385)  

0.033 * − 0.031 
(0.035)  

0.372  

Drug state − 0.118 
(0.244)  

0.630  0.006 
(0.020)  

0.766  

Trial type − 0.046 
(0.086)  

0.591  0.030 
(0.007)  

<0.001 *** 

Session 0.066 
(0.260)  

0.800  − 0.022 
(0.023)  

0.338  

Disease state ×
trial type 

− 0.102 
(0.118)  

0.390  0.004 
(0.010)  

0.705  

Drug state ×
trial type 

− 0.052 
(0.091)  

0.568  0.001 
(0.006)  

0.972  

Disease state ×
session 

− 0.162 
(0.311)  

0.603  − 0.012 
(0.027)  

0.673  

Drug state ×
session 

0.040 
(0.429)  

0.926  − 0.024 
(0.040)  

0.547   
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3.3. Individual differences in switch costs do not predict effort avoidance 
in Parkinson’s disease 

We assumed that participants with larger RT switch costs—that is, a 
larger RT slowing on switch versus repeat trials—may have experienced 
the task-switching paradigm in the DST as particularly effortful (Bog
danov et al., 2021; Kool et al., 2010). To explore the relationship be
tween switch costs in the number judgment task and effort avoidance in 
the DST, we first calculated each participant’s average RT task switch 
costs for both the baseline task-switching block and for the task- 
switching performance derived from the DST and z-scored them across 
participants. These z-scored RT switch costs were then added to two 
separate mixed-effects logistic regressions predicting low-demand 
choice (one using the baseline switch costs, and one using the DST 
switch costs), as a main effect as well as interacted with disease state and 
drug state (Table 7). These analyses, visualized in Fig. 6, suggest that RT 
switch costs estimated in either DST or in the baseline task-switching 
paradigm were not associated with choice behavior for Parkinson’s 
patients OFF dopamine (main effects switch costs: p =.783 and p =.234, 
respectively) nor ON dopamine (drug state × switch costs interactions: p 
=.812 and p =.574, respectively). We did, however, observe stronger 
positive relationships between the magnitude of switch costs measured 
in both the DST as well as (marginally) in the baseline paradigm and low 
effort choice behavior in healthy controls compared to patients OFF 
(disease state × detection ability interactions: p =.007 and p =.085, 
respectively), suggesting that controls adjusted their choice preferences 
in line with the individual effort costs of task-switching more so than 
patients OFF (Bogdanov et al., 2021; Liu & Yeung, 2020; Monsell & 
Mizon, 2006). 

In addition, we also analyzed whether self-reported apathy 
(measured by the AES) or depression (measured by the GDS) predicted 
choice behavior in the DST. In short, we did not find a significant effect 
of either measure on participants’ effort avoidance. Full results from 
these analyses can be found in the supplement (Table S5 and Figure S3). 

4. Discussion 

The strategic allocation of our limited cognitive resources to pursue a 
desired goal represents a key function of successful behavioral adapta
tion in everyday life (Chong et al., 2017; Kool & Botvinick, 2018; 
Shenhav et al., 2017; Westbrook & Braver, 2015). While previous 
research heavily implies a specific role of dopamine in increasing the 
willingness to deploy cognitive effort, much of this work has focused on 

investigating the postulated cost-benefit trade-off between effort and 
expected reward, suggesting that dopamine leads to increased sensi
tivity to the benefits conferred by effort deployment relative its costs 
(McGuigan et al., 2019; Salamone et al., 2016; Watson et al., 1988; 
Westbrook et al., 2020). Given dopamine’s role in increasing the ca
pacity for cognitive control (Westbrook & Braver, 2016), it is plausible 
that dopamine would also cause a reduction in the sensitivity to the costs 
of cognitive effort even in the absence of any clear incentives, but this 
remains largely untested (Froböse et al., 2018). Using a well-established 

Fig. 5. Task-switching performance in the free-choice blocks of the DST. All participants demonstrated high accuracy in the number judgment part of the DST, with 
overall more correct choices in repeat compared to switch trials (a). Log-transformed reaction times (b) were slower for switch compared to repeat trials. Switch costs 
were similar across all groups. Error bars represent the 95% confidence interval. 

Table 7 
Results of a Mixed-Effects Logistic Regression predicting low-demand choices in 
the free-choice blocks of the DST as a function of disease state, drug state, mean- 
centered trial number, session and z-scored RT switch costs in both the DST and 
the baseline task-switching task. Results are based on specifying patients OFF 
dopamine as the baseline group. Note. *** p <.001, ** p <.01, * p <.05.   

DST task-switching  Baseline task- 
switching  

Predictor b (SE) p - value  b (SE) p - 
value  

Intercept 0.182 
(0.104)  

0.079  0.263 
(0.143)  

0.066  

Disease state 0.108 
(0.144)  

0.454  0.056 
(0.211)  

0.790  

Drug state − 0.106 
(0.107)  

0.319  − 0.061 
(0.124)  

0.623  

Trial number − 0.008 
(0.054)  

0.886  − 0.026 
(0.057)  

0.641  

Session 0.049 
(0.085)  

0.562  0.019 
(0.118)  

0.870  

Switch costs 
(RT) 

− 0.037 
(0.135)  

0.783  − 0.193 
(0.162)  

0.234  

Disease state ×
trial number 

0.039 
(0.082)  

0.632  0.058 
(0.082)  

0.485  

Drug state ×
trial number 

0.134 
(0.040)  

< 0.001 *** 0.182 
(0.047)  

<0.001 *** 

Disease state ×
session 

0.003 
(0.112)  

0.977  0.001 
(0.143)  

0.999  

Drug state ×
session 

− 0.137 
(0.105)  

0.191  − 0.188 
(0.178)  

0.293  

Disease state ×
switch costs 
(RT) 

0.543 
(0.200)  

0.007 ** 0.417 
(0.242)  

0.085  

Drug state ×
switch costs 
(RT) 

0.026 
(0.111)  

0.812  0.098 
(0.175)  

0.574   
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demand-selection paradigm where only the level of effort, but not 
reward, is manipulated (Bogdanov et al., 2021; Gold et al., 2015; Kool 
et al., 2010; Patzelt et al., 2019), we show that dopaminergic medication 
affects effort-avoidant behavior in Parkinson’s patients. More specif
ically, while healthy controls and Parkinson’s patients OFF dopamine 
displayed the expected preference for low-demand options in the DST 
consistently throughout the task, patients ON dopamine chose the low- 
and high-effort options equally often at the beginning of task blocks, 
with effort aversion increasing significantly over trials. Although pa
tients ON dopamine also displayed an overall reduced ability to differ
entiate between demand cues during the instructed blocks of the DST, 
there was no influence of medication state on the association between 
individuals’ detection ability and level of effort avoidance, suggesting 
that the increased willingness to exert effort observed in patients ON was 
not merely due to impaired ability to detect the effort level. Further
more, patients ON and OFF performed similarly on the cognitive control 
task, suggesting that the increased willingness to exert effort in the pa
tients ON dopaminergic medications could not be attributed to 
medication-related performance improvements. These findings suggest 
that dopamine plays a role in the perception of cognitive effort costs that 
may be independent of any role it also plays in the sensitivity to the 
benefits of cognitive effort deployment and that combined, these effects 
lead to greater willingness to engage in cognitively effortful behaviour. 

Current accounts of cognitive effort-based decision-making empha
size the cost-benefit trade-off between the costs of effort exertion and the 
potential rewards for successful task completion (Kool & Botvinick, 
2018; Shenhav et al., 2017; Westbrook & Braver, 2015). Indeed, a 
growing body of literature has demonstrated that the prospect of 
cognitive effort exertion considerably reduces (or leads to discounting 
of) the subjective value, and thus the motivational draw, of a potential 
outcome, reducing the likelihood that an individual will engage in the 
associated behavior (Apps et al., 2015; Bogdanov et al., 2022; Chong 
et al., 2017; Massar et al., 2015; Vogel et al., 2020; Westbrook et al., 
2013). Given the well-established involvement of dopamine in reward 
processing (Aarts et al., 2012; Berridge & Robinson, 1998; Buckholtz 
et al., 2010; Schultz, 2013; Sharp et al., 2015, 2020), effects of dopa
minergic medication on effort allocation in studies that manipulate both 
could thus in principle arise from modulations of reward instead of 
effort-related calculations (Chong et al., 2015; McGuigan et al., 2019; 
Michely et al., 2020; Walton & Bouret, 2019). Our findings, on the other 
hand, demonstrate that dopamine modulates an individual’s willingness 
to exert cognitive effort even when exerting more effort does not confer 
greater rewards, as in the DST, thus arguing for a more direct and 

specific effect of dopamine on participants’ sensitivity to effort costs. 
Two possible mechanisms could explain the reduced demand avoidance 
we observed in patients ON compared to patients OFF dopaminergic 
medications: dopamine replacement could lead to a decrease in the 
feelings of subjective aversiveness associated with cognitive effort 
exertion (Kurzban, 2016; Vogel et al., 2020), or dopamine could in
crease the availability of cognitive resources, thereby reducing the costs 
associated with effort exertion. Although the DST is not designed to 
disentangle these two possible mechanisms, the fact that there were no 
differences in task performance between the patients ON and OFF (both 
accuracy and reaction times in the task-switching portion of the DST 
were comparable across medication states), suggests that the reduced 
effort avoidance in Parkinson’s patients ON medication was not simply 
due to enhanced cognitive capacity in this group. 

Interestingly, the difference in effort avoidance between ON and OFF 
patients was larger at the beginning of an experimental block, suggest
ing that the (initially decreased) effort sensitivity in patients ON may 
wane over time. Alternatively, this result could suggest that Parkinson’s 
patients ON dopamine may have been less able or slower to detect the 
different demand levels in the DST, a deficit that has also been reported 
in patients with schizophrenia (Gold et al., 2015). To address this pos
sibility, we included two forced-choice blocks at the end of the DST 
where patients were either instructed to choose the cue that represents 
the ‘easy’ option or the ‘hard’ option (Gold et al., 2015). While partic
ipants in all groups were able to differentiate between the cues and to 
choose in accordance with instructions, patients ON dopamine did 
exhibit lower accuracy—and a lower rate of improvement than patients 
OFF dopamine—but only when instructed to “choose easy”, compared to 
patients OFF dopamine, suggesting in turn that dopaminergic medica
tion may have interfered with the patients’ ability to learn about cue- 
effort associations in the DST. Indeed, there is ample evidence for 
impaired learning processes in patients with Parkinson’s disease (Graef 
et al., 2010; Pascual-Leone et al., 1993; Sharp et al., 2015), and in 
particular, it has been shown that PD patients ON medications exhibit 
specific impairments in learning from negative feedback (Bódi et al., 
2009; Cools et al., 2006; Frank et al., 2004, 2007; for a challenge of this 
view, see Grogan et al., 2017; Sharp et al., 2020). Under the assumption 
that experiencing a task switch in the DST is perceived by participants as 
an aversive choice outcome, it is possible that the lower rate of 
improvement in the instructed “choose easy” block of the DST we 
observed in patients ON may result from a blunted sensitivity to nega
tive outcomes. However, we did not observe this difference between ON 
and OFF patients under “choose hard” instructions, which is difficult to 

Fig. 6. RT switch costs in relation to choice behavior in the DST. Descriptively, participants with larger RT switch costs in the number judgment part of the DST 
showed stronger effort avoidant choice behavior (a). A similar descriptive pattern was seen for control participants and patients ON dopamine, but not for patients 
OFF dopamine, with respect to RT switch costs in the baseline task switching paradigm (b). Error bars represent the 95% confidence interval. 
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reconcile with PD ON patients’ blunted sensitivity to negative feedback. 
In other words, if dopamine impaired learning from task switches 
(which may be evaluated as negative outcomes) because of a dampened 
experience of the negatively experienced effort, we would expect a 
similar medication-induced difference in performance under the 
“choose hard” instructions, but instead, performance was similar across 
groups under this condition. A plausible alternative explanation for the 
medication-related performance differences during the instructed blocks 
is that patients ON might not have benefited from the alignment be
tween the instruction to “choose easy” and their natural effort prefer
ence as much as patients OFF and controls. 

It is also worth noting that even though patients ON displayed lower 
overall accuracy of detection on the instructed blocks, we did not 
observe that better demand detection ability in this group was associ
ated with a higher proportion of low effort choices during the free- 
choice blocks of the DST (in contrast to healthy controls and patients 
OFF dopaminergic medication, where this relationship was present). In 
fact, descriptively, ON patients who were better at discriminating be
tween demand levels were even more likely to engage with the high- 
effort cue. That is, patients ON medication chose to exert more cogni
tive effort than patients OFF dopamine, despite being aware of the dif
ferences in task demand between the two color patches. Although 
speculative, this observation adds further support to our hypothesis that 
dopaminergic medications may have specifically decreased effort aver
sion in these participants and that this cannot be explained entirely by 
impaired learning, which is in line with earlier findings that dopami
nergic medication does not impair learning to avoid physical effort in PD 
(Skvortsova et al., 2017). Nonetheless, additional work will be necessary 
to fully tease out the role of learning in effort avoidance, especially as 
the absence of performance feedback on the DST make it ill-suited to 
specifically examine this question. 

Overall, our findings converge with work in both humans and ani
mals demonstrating that pharmacologically elevating dopamine levels 
can increase an individual’s willingness to engage in effortful motor 
behavior (Bardgett et al., 2009; Floresco et al., 2008; Le Bouc et al., 
2016; Michely et al., 2020). Although it has been proposed that physical 
and cognitive effort may be distinct to a degree and that dopamine may 
primarily affect decisions about physical effort (Hosking et al., 2015), 
the domain-specificity of dopamine has been challenged by more recent 
findings. For example, patients with Parkinson’s disease show more 
pronounced effort discounting in a visual attention-based task under 
dopamine withdrawal compared to when they are ON dopaminergic 
medication (McGuigan et al., 2019). Moreover, administration of 
methylphenidate, which increases dopamine and noradrenaline levels in 
the brain, increases participants’ motivation to expend more effort in 
working memory tasks (Froböse et al., 2018; Hofmans et al., 2020; 
Westbrook et al., 2020). Our results lend further support in favor of a 
domain general role of dopamine in motivating behavior and over
coming effort costs (Westbrook & Braver, 2016). 

Contrary to our expectations, patients OFF dopamine, despite dis
playing the highest proportion of low-demand choices in the DST among 
the three groups, were not significantly more effort avoidant than 
healthy controls. This is surprising given that previous work has 
demonstrated that reduced dopamine levels are associated with 
decreased motivation to exert effort for reward. For example, dopamine 
depleted rats are less inclined to climb over barriers or to repeatedly 
press levers for larger rewards compared to control rats (Denk et al., 
2005; Floresco et al., 2008; Salamone et al., 2007). Similarly, Parkin
son’s patients OFF dopamine have been shown to prefer to receive lower 
compared to higher rewards to avoid physical effort exertion in a grip- 
strength task (Chong et al., 2015; Le Heron et al., 2018). A possible 
explanation for the similar degree of effort avoidance in OFF patients 
and controls may be that the patients in our study represent a high 
functioning sub-sample of the broader Parkinson’s population, who 
were intrinsically motivated and physically able to participate in lab 
research. Patients and controls did not differ in general cognitive ability 

(measured by the MoCA), depressive symptoms, or symptoms of apathy, 
which may also explain why, unlike what has been previously reported, 
there was no relationship between these measures and the individuals’ 
effort sensitivity (McGuigan et al., 2019). Another possibility is that 
aging-associated decline in midbrain dopaminergic function could result 
in changes to cognitive effort sensitivity (Kaasinen & Rinne, 2002). 
Indeed, previous studies of healthy older adults measuring dopamine- 
related cognitive processes have shown that dopamine replacement 
can restore impairments in a way that is similar to its effects in Par
kinson’s disease even though the dopaminergic loss associated with 
aging is much less substantial than that seen in Parkinson’s disease 
(Chowdhury et al., 2012, 2013). Further, it should be noted that an 
important limitation is that our sample of healthy controls was relatively 
small and therefore we might have been underpowered to detect dif
ferences in effort avoidance between unmedicated patients and healthy 
controls. 

It should also be noted that the proportion of low-demand choices in 
our study is somewhat lower than in prior work using the DST (Bog
danov et al., 2021; Gold et al., 2015; Kool et al., 2010). This may have 
been a result of the particular design used in our experiment. More 
specifically, while some other studies kept the color patches and their 
associated task-switching frequencies constant across all blocks, patches 
in our experiment changed at the start of every new block and partici
pants had to explore both options anew in each block. Given that there 
were only 50 trials per block, it is difficult to achieve high percentages of 
low-demand choices by the end the block. Based on reports that par
ticipants are able to develop stable choice preferences as early as 35 
trials into the task (Gold et al., 2015), we aimed to keep blocks short to 
not overwhelm our patients and older controls. Indeed, as evidenced by 
participants’ performance in the forced-choice blocks, the ability to 
differentiate the high-demand and low-demand options emerged rela
tively quickly. However, we cannot dismiss the possibility that longer 
blocks or the use of a consistent set of color patches across all blocks 
would have allowed for the development of more pronounced effort- 
avoidant choice behavior, and potentially resulted in differences be
tween patients OFF and healthy controls. Future research might thus 
implement these changes to the protocol to maximize statistical power. 
Similarly, future work should also aim to balance the number of male 
and female participants across all experimental groups in order to better 
investigate (or to control for) the effects that sex may have on the 
relation between dopamine state and effort aversion. Although our 
exploratory analyses (see supplementary material) suggest no sex dif
ferences in participants’ effort avoidance or demand detection ability, 
sex effects are widely known to influence behavior across tasks and 
species and need to be better understood (Cahill, 2006). 

Our analyses examining the relationship between individual differ
ences in task switch costs (in both the DST and the baseline task 
switching paradigm) and choice behavior in the DST revealed that 
compared to patients OFF, healthy controls who exhibited larger switch 
costs within the DST, i.e., who showed less cognitive control capacity, 
were more likely to choose the low-demand option. In contrast, there 
was no relationship between switch cost magnitude and choice behavior 
in Parkinson’s patients OFF, nor any effect of medication status. 
Descriptively, we saw a similar pattern for switch costs measured in the 
baseline task switching paradigm. Although these exploratory findings 
should be interpreted with caution and require replication, they may 
suggest that Parkinson’s disease diminishes the participants’ ability to 
strategically adjust their demand preferences according to their cogni
tive abilities. Our observations are in line with earlier findings in pa
tients with schizophrenia, who have been shown to demonstrate a 
similar deficit in monitoring their subjective costs of effort allocation 
(Gold et al., 2015). Interestingly, we also did not find dopamine-related 
modulations of response times in the task-switching part of the DST. 
Given that tonic dopamine levels have been associated with increased 
response vigor (Beierholm et al., 2013; Niv et al., 2007; Zénon et al., 
2016), one could have expected patients ON medication to show a 
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general speeding up of responses to the parity and magnitude judg
ments, potentially at the expense of accuracy. However, we did not 
observe such a pattern. In fact, participants in all groups were highly 
accurate in their number judgment responses. This may in part be 
explained by the fact that older adults generally value correct over fast 
responses (Rabbitt, 1979; Starns & Ratcliff, 2010), possibly over
shadowing an increase in speed due to dopamine. 

In conclusion, our study provides evidence that dopamine may play a 
direct role in increasing the willingness to exert cognitive effort, above 
and beyond its role in increasing the sensitivity to the benefits of effort 
exertion. The effect of dopaminergic medications on the willingness to 
exert effort could not be explained by differences in cognitive control 
capacity, nor by differences in the ability to detect effort demands in the 
DST. Taken together, this suggests that dopamine may specifically 
modulate participants’ sensitivity to or calculation of cognitive effort 
costs. Our results lend further support to the hypothesis that dopamine 
plays an important and domain-general role in guiding the strategic 
allocation of both physical and mental resources to adjust behavior. 
Although more work is necessary to fully characterize the underlying 
mechanisms of how dopamine modulates motivational processes, our 
findings provide further insight into the causes underlying the re
ductions in motivation that are a common symptoms of Parkinson’s 
disease and, given the potential transdiagnostic properties of cognitive 
effort-based decision-making impairments (Patzelt et al., 2019), provide 
further support to the idea that there is a dopaminergic basis to the 
motivational deficits that are also present in many other psychiatric and 
neurologic conditions. 
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